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SUPERCOt@UTER REQUIREMENTS

FOR

THEORETICAL CHEMISTRY

by

Robert B. Walker
P. Jeffrey Hay

Harold W. Galbredth

Theoretical Division
Los Alamos Scientific Laboratory

Los Alamos, NM 87545

ABSTIL4CT

There are many problems important to the theoretical

chemist which, if implemented in their full complexity, would

strain che capabilities of todayts most powerfui computers. Sev-

eral,such problems are now being implemented on the CRAY-I com-

puter at Los Alamos. Examples of these problems will be taken

from the fields of moleclar electronic structure calculations,

quantum reactive scattering calculations, and quantum optics.



I. INTRODUCTION

The electronic computer is undeniably an essential component in

the tool beg of the modem theoretical chemi[t and, with ever improved

accessibilityto more powerful computing, it is tempting tc feel a sense

of euphoria about current computer capabilities. At Los Alamos, we have

a truly impressive resource of large computers -- at present we have a

choice of two l-million word CRAY machines and four C!IC7600 machines.

However, even with this powerful a computing envirournent,the main

objective of this talk is to ask whether or not this current euphoria

is really justified. Have we yet reached the stage where we can, with

current computers, address problems which are traditionally thought of

as chemistry? The answer is, in many case3, no.

In this talk, we survey three areas of theoretical chemistry which

receive considerable attention at the Theoretical Chemistry and Molecular

Physics Group at Los Alamos. These three sreas are (1) molecular elec-

tronic structure calculations. (2) chemical dynamics calculations, and

(3) quantum optics and spectroscopy. In intrcducinq each category, we

will note the types of mathematical algorithm used to solve problems

typical of each area. We tnen present examples of types of calculations

which we feel are at the curlent state-of-the-art, Finally, we will pre-

sent a wish list of problems in each cqtegory which WQ would like to be

able to study, but are simply beyond current computing capabilities.

The program of this symposium mukes it clear that there will be

several talks to follow which will concentrate specifically on Froblems

associa~ed wi,thelectronic structure calctllations-- we will only skim

over the subject for n~w. We will concentrate more heavily on problems

in chemical dynamjcs, and conclude with problems in quantum optics+



11. MOLECULAR ELECTRONIC STRUCTURE CALCULATIONS

In determining the quanium mechanical structure of a molecule,

there are three major steps (roughly equal in difficulty) to be attacked

computationally (See Fig. l.). We first define a set of atomic basis

functions centered at each nucleus and then compute a large number of

integrals over these basis functions. This information feeds into the

construction of the Fock matrix. The eigenv.aluesof the Fock matrix are

associated with the total energy of the system, The eigenvectors define

the occupied orbitals of the system aridthe elgen~raluesdefine the

orbital energies. This information i$ used to construct a new Fock

matrix, which is again diagonalized. This procedure is repeated inter-

activelyuc.tilthe total energy of the system is minimized and the orbi-

tals are constant from one iteration to the next.

Reasonable determinations of molecular structure cm be obtained at

this SCF-level of calculatio~l. However, for an accurate determination

of the structure and properties of molecules, correlations between the

motions of the many electrons of the system must be included. To do

this, many-electron wavefuncttons are computed using sums of products of

these onc-alectrol~orbitals, This process is the configuration inter-

action (CI) method; getting accurate CI wavefunctionti,md energies

requires an enormously large basis of SCF functions, The Hamiltonian

matrix in this basis is constructed and diagonalized to get the accurate

Cl wavefunctj.onsand energies. The CI matrix tends to be both very

large and very ~parse,

the sparaity of the CI

zation phase.

Efficient computer codes must take into account

matrix both in its construction and diagonali-



Letts turn our attention to the computational needs of the structure

problem (See Fig. 2). Defining n as the number of atom~c basis functions

employed, there are several characteristic matrices to consider. The

Fock matrix, whtch we repeatedly construct and diagonalize until con-

vergence, is only an n x n matrix; unfortunately, to construct this

matrix at each iteration of the SCF procedure, we have to process the

n4/8 two-electron integrals. At the current state of the art, the number

of atomic basis functions n tends to be about 100. This limitation is

not so much because of the difficulty of diagonalizing 100 x 100 matrices,

but because of the IO limitations inherent with processing the tens of

millions of integrals at each iteration.

It is easy to see why the CI step is time consuming.

Fock matrix is only n x n, the size of the Cl matrix goes

Now the CI matrix is very sparse, as indeed it has to be,

Although the

more like n4!

if we are to

get some of the eigenvectors and eigenualues of metrices which can get

tilbe as large as 1000OX1OOOO. Most of the electronic structure work at

LASL is conce:;tratedon

our programs to use the

CRAYts will not be more

the CDC 7600 machines. We are currently adapting

CRAY machines efficiently, but it appears the

than 10 times 89 powerful as a 7600. It isn’t

bard to think of problems which would overwhelm the CRAY’S,

In Fig, 3, we consider a few problems of interest to the structure

chemist in the area of transition metal chemistry. The molecules we

consider here are of interest for their bonding properties and their

electronic{lllyexcited states. - ion has a strong (almost
‘e ‘e2c18

quadruple) Re S Re bond -- we estimate that we cnn do a fair job of

determining the energy of this ion with about 1/2 hour of CRAY time,

using about 100 orbitals in a split-valence basis. Not all the electrons



in this

large Z

system would be treated explicity. At LASL, we regularly treat

atoms using effective core potentials to eliminate the innermost
.

core electrons from the calculation.1 Using about 250 orbitals, we ~an

treat this mixed-valence r~,chenium-pyrazinecomplex. This complex is of

interest because of its metal-organic

ruthenium atoms are not equivalent to

Fock level. Of interest also is this

estimate we can tackle with about 350

bonding and the fact that the two

each othey, even at the Hartree-

brfdged rhodium complex, which we

orbitals. This molecule has the

interesting property that, when dissolved in water, it liberates hydro-

gen gas in the presence of sunlight. This would be a very tough problem,

even for the CRAY -- we estimate 60 hours of CRAY time to determine the

structdre.

One of the more relevant duties of the structure chemist is to

provide potential energy surfaces to the chemical dynamicist. The

potential energy su-face Is determined by computing the electronic

energies of the molecular system as a function of the nuclear geometry.

In addition, if several electronic statea participate in the collision

dynamics, it may also be desirable to IIaveavailable certain matrix

elements between electronic nurfaces. Now dynamicists tend to be

rather demand<ng -- at leatitby request of not also by need. Consequently,

we arrive at this first law of pot~mtial surface calculations -- the

structure chemist Rets bored with running his program long before tiecan

satiate the dynrmicist. (Paraphrased from Fig. 4.) But look what

happens -- even if the dynamicist compromise to the point that he

anttle~ for 10 points per nuclear degree of freedom, it nevertheless

requires a bundle of structure calculations to ~enerate a surface for a

relatively simple A+BC type reaction, Now suppose we had a dynamicist



who dared to study a four-body reaction, like AB+CD. Then imagine a

structure chemist willing to compute a million points on a potential

surface. It shouldn’t be surprising that

potential surface which has been computed

accuracy to satisfy the dynamicist -- the

there is at present only one

at enough points and enough

simplest of all neutral molecular

the H+H2 surface computed by Bowen Liu and Per Siegbahn.
2

systems --

Because of the high symnetry of this system, they have calculated a

surface at about 250 points (instead of the 1000 estimated).

III. QUANTUM CHEMICAL DYNAMICS

Let’s now turn our attention to the requirements of the chemical

dynamicist. Here we consider only quantum mechanical approaches to

chemical reaction dynamics, and only mention that there also exists

a considerable computational technology which treats chemical dynamics

by using classical mechanics.

The only type of chemical reaction we are likely to ever be able to

solve rigorously in a quantum mechanical way is a three-body reaction of

the type A+BC + A13+C. (See Fig. 5.) The input information to the

dynamicist is tfiepotential energy surface computed by the quantum

structure chemist. Given this potential surface, we treat the nuclear

collision dynamics using Schr&dinger’s equation to model the chemical

reaction process.

As was mentioned earlier, there is only one f~ily

tial energy surface for chemical reaction available to

Thlr surface 1s appropriate for art A+BC reaction where

all three hydi-ogenatoms ur hydrogen isotopes (H,D,T).

contour map of the collinear part of this surface (all

ab initio poten-——

the dynamicist.

A,B, and C are

l$ig.6 shows a

three nuclei lie

on a sin~le Ilne); the essential fe~ture~ of the surface topology are



the entrance valley, the product valley, and the activation barrier

separating these two valleys. Motion perpendicular to each valley

corresponds to vibration of the reactant or product molecule, and motion

parallel to the floor of the valley measures progress of the reaction,

from reactants to products. The classical mechanical solution t , chemical

reaction dynamics in accomplished in fact by solving for the motion of a

point mass particle on this hypersurface. Reaction corresponds to a

trajectory which starts out in the reactant valley, crosses the barrier,

and ends moving out into the product valley.

Quantum mechanically, the leactive dynamics is expressed in a more

wavelike language. By solving Scl~r6dinger’sequation, we treat the

problem where an initial probability wave of reactants is sent in towards

the activation barrier from reactants. When the wave hits the barrier,

part of it is reflected and part of it is transmitted. The reflected

part of the wave corresponds to non-reactive collision events, and the

transmitted part corresponds to reaction.

The actual equations we solve are called the close-coupled equations.

(See Fig. 7.) They are obtained from the Schr6dinger equation in the

following way: (1) we first define all but one of the coordinates of

the system to be “target” coordinates and the final coordinate is called

the “scattering coordinate” or “reaction coordinate.” The reaction

coordinate te]?,sus where we are in our journey along the potential

surface frontthe reactant va?.leytowards the p~oduct valley. Basis

functions are defined which describe motion iii all the target coordi-

nates, These basis functions are square integ~able for the target

coordinate degrees of freedom, but the function which describes motion

in the reaction coordinate is d.eterminednumerically. The equations



for these scattering functions are the close-coupled equations. These

equatitinsare a set of coupled second order linear ordinary differential

equatfons. The difficulty in solving problems in quantum chemical

dynamics is simply this -- how many coupled equations are there? The

------- >- A.L-L -L --- . — -— - - -.– - -. -— e - . “channel’:in theuuawer AS Lnac cnere 1s one equa~lon ror every

coupling expansion.

Each channel is defined by a

target degrees of freedom. There

VIniqueset of

are five such

quantum numbers

labels for each

close

for the

channel.

They are (1) J -- the total angular momentum and (2j M, its projection

on an axis fixed in space. In addition there are labels (3) n for the

vibrational motion of the molecule, (4) j for the molecular rotational

degree of freedom, arid(5) 1 for the atom-molecule orbital ar.gular

momentum. The equations for one set of (J,M) are uncoupled from equations

for other values of (J,M). The equations for a function labeled by one

value of (n,j,t) are coupled to values of all the other functions labeled

by (the same or) different values of

equations we have to sclve therefore

vibration-rotation states we have to

each collision energy.

(n, j, R). The number of coupled

depends cm the number of molecular

treat in the scattering dynamics a;

In the next paragraph. we present a rudimentary look at the algo-

rithm we use to solve these coupled equations. This method is called

R-matrix propagatjon;3 and although there aye several other methods

equally capable of solving the coupled equations, we use R-matrix

propagation as an example becallseit illustrates the kind of computer

algorithms we require. The R-matrix itself contains the scattering

information we need; the final R-matrix is assembled in a recursive

fashion using the analytic solution of the scattering problem over a



small region of the scattering coordinate. The algorithm works in the

following way: given (1) an old R-matrix associated with the solution of

the scattering problem over one region of space; and given (2) a sector

R-vatr;.xwhich defines the scattering solution over a small incremental

region of space, we can (3) assemble a new R-matrix which is associated

with the solution of the scattering problem over the (old + incremental

= new) region of space. The recursion equation is a matrix equatioriof

order n,

where there are n channels in the close-coupling expansion of the wave-

function. As you can see, this recursion formula involves very standard

matrix operations -- multiplication and inversian. The analytic solution

of the coupled equations in the incremental region is defined in terms

of the eigenvalues

see that the basic

handle effectively

and eigenvectors of the coupling matrix. So you can

numerical algorithm we require our supercomputer to

are standard matrix operations -- multiplication,

diagonalization, and inversion. All these algorithms go asymptotically

as n3 -- and so the complexity of the quantum dynamics’ problem is

measured (as we said previously) by the size (n) of the close coupled

equations.

So let’s return our attention

the coupled equations and consider

reactions we aye interested in are

again to the question of the size of

some examples. Many of the chemical

dominated by an activation barrier

which sqarates the reactant and product valleys of the potential energy

hypersurface, (See Fig. 8.) The energy of this activation barrier



locates

because

height,

But, as

the general energy range of interest to the reaction +- .micist--

there isn’t very much reaction at energies below the barriet-

where only quantum tunneling processes can contribute to reaction.

we show schematically in Fig. 8, there may be several molecular

energy states below the activation barrier. All these states, at the

very least, must be included in the lost!

Let’s now consider several examples.

is the H+H2 rea:tion. The H2 vibrational

coupling expansion.

me ~~~plest of all reactions

levels are fairly widely

spaced, but we must also include the rotational manifold of levels

associated with each vibrational level. (See Fig. 9.) NOW, it iS this

rotational manifold of levels (and the degeneracies of states associated

with each vibration-rotation level) which ultimately breaks the bank in

the size of the close coupling expansion.

In order to treat quantum dynamical problems, it will be necessary

to introduce approximati~,lswhich reduce the size of the set of coupled

equations. Two promising approximations are the centrifugal sudden

(CS)4’5 approximation and the infinite order sudden (10S) approxima-

tioll.5’6 The CS approximation removes the coupling between the j and

11angular momenta, thereby reducing the size of the coupled equations

1/2
from n to approximately n . In this approximation, each (n,j) energy

level generates only one channel instead of (2j+l) channels. The more

drastic 10S approximation appears to be promising for systems in which

the molecular species rotates very slowly on the scale of the collision

time. ‘l’hisapproximation removes in effect all the rotational levels

from the system.



For the H+H2 system, vi’efitimate that We Cm just about solve this

ea~iest of all problems with current state-of-the-art computers rt L!Ie

100-channel level. If wc can usc the CS approximation for this ~ystum,

we can in fact KO to quite high sca:terin~ energies.

But rf?me!rher that H+H2 is the simplest of all reactions, ?IOVIIIK

more in the direction of true chemistry, consider next a reaction for

which only two nuclei arch hydrogcns (instead of three) -- the F-+H2

reaction. This reaction fs over 1 CV exotherrnfcin going from th(’

reactant valley, over a small (1 kcal) harrier, to the product valley.

The exothermicity of reaction means that *here are several energetically

accessible (open) vibratiorinl channels for this system even at the

:hreskold for reaction. If we include all the rotational levels with

each vibraticul, and the proper (2j+l) rotational degeneracies, we have

,an unthinkably large number Jf .~upled equations to solve -- over

1200 channels. (See FIR. 10.) To solve this problem, we must use—.

approximations such as the CS approximation, which reduces the problem

to the much more , mageable 100-ch.annel level,

For our final quantum dynamics example, consider what happens

wnen we substitute a lithium atom for one of the remaining hvdrogens --

the ii+FH reaction, (See Fig. 11.) ‘!%is semiempirical potential surface

(Ccl].ihear) shows a narrow entrance channel vibrational vnil~y, a shallow

well in the entrance chanuel, a barrier, and a broad product vibrational

valley, Even using the CS approximation, the energy level dia~ram for

this reaction makes this problem accessible only to th~zfull power of n

CRAY level machine. Anyone foolish enough to tackle the problem rigor-

ously will have to face a 10000-channel system nt energies just ]hove

threshold!



The moral of our stors of the quantum rhemical rcdct ion dynamlcist

should be pcrfectlv clear -- at l~?ast t’~o bydrog~>nR ar~’ thr dmamf~i~t~

best friend. Indeed, our current supcrcomputers tr.av Herrn to he n bit

less super,

Iv. (?l!,\~T[~(I}>T](:S

ITe interaction of molecules with electromagnetic rndintfon is of

fundamental intert.stto the rhernlst. When the clectromaRnet~c firld is

rel~tivrlv weak, we can describe these Interactions usfng perturbation

theorv. The study of single photon trnnsitlor,s induced bctwccm molecular

states bv weak fields is the province of the molecular spectroscopist.

But now, with the ever more powerful radiation fields available from

laser tec})nology, we are in n position to study the interaction between

molecules and electromagnetic radiation at intensities too large for

perturbation methods to work, The somewhat broader field of quantum

optics seeks to describe the time evolution of molecules in the prcsencc

of these intense fields. Of course, before we can follow the migration

of ener~y among the various degrees of freedom of n (poRsibly large)

molecule, we must firHt know what the electronic, vibrational, and

rotation energy states of the molecule are i~. the absence of any radiation

field. The effect of the field ie to move population from th~ initial

molecular state into other molecular states in a time dependent way.

The soluf.ion of this problem can be obtained by solving the time-

dependent Schrodinger equation, ISO l.)ngas the molecule we are studvfn~

is modeled at zero pre~sure. At finite pre~sures (when collisions are

prasmt) the Schrodinger picture is too difficult to SOIVCI directly; in

this case, we can model the incoherent (phase destroying) effects of

collisions upon the coherent excitation induced by the ~lectromngnetic



field by resortinR to a Bloch equation (or density matrix) fot=allem.

Collision~ are modelled by decay rates not only in the diagonal (but

also the off-diagonal) terms of the dcnslty matrix. UP also have onc

further crmntraint in developing methndR to treat problems in quantum

optics -- becnuso laser pulses laRt for ? relatively long time in com-

parison co the time aBRociated with molecular vibration and rotation, wv

must ~olve our time-dependent SchrhdinRcr or Bloch equnticm in a way

which give~ answers efficiently for lonR tinws.

Considcc for n moemcnt the Bloch equation for the density mntrix, II,

i;)- pl{- HP - il’~~
-- -.. .-.

The Bloch equntlon RIVCR the time derivative of the denfiity matrix r

in term~ of lts commutator with l.he HamiltonIan for the system, and the

decay rate matrix T’. Each of the matrice~, p, 1{, and I’ arr n x n matrices.

if we consider a molecule wjtl~

thle equntion by rewriting the

column vector. Rewriting F in.
m .

n vibration-rotation etaten, We t301ve

2
n x n t3quare matrix p aa a~ n -element-.

this way transform the N and r matrices.

tnto an n’ x nL complex general matrix R, We obtain
.

~ - Rp-..

The solution of the traneformd equnthn iR obtained by exponcntiatinu

this R matrix, To efficiently exponentiate thie matrix we must first
.

dingnnalize it, mcponentiate the eigenvnlues, and back tramformwith

the eiaenvectore. This back tran~formation procedure 1s repeated for

every time at which wcs wiA to know the mlecular population.



A tvpirml problcm of lnt~’re~c ac lmR Alamos 18 the nolut ton of tho

infrared multiple photon excitation dynnmlcs of ~ulfur hexafluoridc,

ThiR verv problem has been quite pcipulnr in Lht’ Ilteraturt? in the past

7
~.

few vearu. T’hr ~olutlon of this problem is mndrlcd hv H molecular

Hamiltonian which explicitly trents the a.qvnnwtrlc strctcl: \13 lnddcr of

the molecule coupled implicitly to the other nwlecular degrees of freedom.

(See Fig. 12.) We consider the the flr~t ~~~vvn vibrntlonnl H[ntcs of tl)(~

\,
3

modr of SF ~ (6v3); tho octahedral sylmnctry of the SFh mcilcculc makefl

these vibrational levels degenerate, and coupling b~twccn vibrational

and rotational motion splits these dcgencracie:, ~lightly. Furthcrmorcl ,

tl]ere is a rotational manifold of ~tat~~ asRoclared wit]] ~nch vibrational

level . Even to describe the zcroth-order level states of this molecule

is itself a fairly complicatcc! problcm. Now if we were to includ~

collisions in our model of multiple photon excitation of SF6, we would

hnve to solve a matrix Bloch equation with a minimum of 842 x 842

element~, Clearly such a thi~ problem ?,s beyond our current abilitiee,

ao in fact we neglect colli~ionnl effect~ in order to ~tay with a

Schrtidingcr picture of the excitation dynamica,

In the Schrotiinger picture, we can include the diagonal elementu

of the r matrix, which model the coupling of Lllcexplicitly treated

“3
-ladder states with the other implicitly treated molecular ntatc~.

The exponentiation of the coupling matrix in the Schr6dingcr picture

requires the diauonalizatio~ of an n x n complex general matrix.

Populatiol~s at several times are computed by t;~e back transformation

method, and a quadrature over time of thotie populations Hives the leakaut?

of amplitude into the SF6 qu/~Ricontinuumdegrees of freedom. This whole

procoss In rap~atad for each nav initial rotational state J~, laear



frequency ‘J, and la~er intensity 1. Our calculationfi at IASI. can require

up to 10 hours of 7600 time for each laner power of interest.

There arc aevrral other lntercfitinR toplcn in quantum opticn uhlr!l

we would like to INI nblr to HtmJv. For cxamplv, we would like mdcl

problrms in dnuhlu rrKonnncch spectroscopy, where there arc two rluccromgnvtlc

ficldn with po~~lhly different polarizations simultaneously interacting

with a moleculr. This problem rrsernbles the mltiple photon rxcitaticm

problrrn in !hnt tl)crc is population migration along laddern of state~,

but In this ca~e there can be a vastly larger number of quantum levclR

to trvat -- on th~~ nrdcr of 2(2.1+1). At room temperature, tho mnst

probnblu valuu of .1 for SF6 IS nhout 60, which implie~ a 250 state

calculation.

Fin[illy, we almn mention n nuhstnntlnlly more complex problem --

that of laser pul~e propaRntlon throuRh an abRorhing medium. In thi~

cnsc we nrc~ asking not only what happcnn to tlw molecule in the prc~cncv

of an elcctromnRnrclc field, but also what happens microscopically to

the field in the presence of the molcculc. The solution of this problcm

requires treating the multJnle photon dynamite problem self-consistently

with M molutinn of Maxwell’~ ation ov~r a Rrid of points in epace.

v, CONCLUSIONS

In summary, our intention has hewn to Rive examples of the typ@s of

problems we are interested in nt LAS]., our appetite for computntionnllv

difficult prohlemH has not been dulled by the current availability of

computer resources, In the area of nmlecular electronic ntructure

calculation, we need romputeru for which there can be written efficient

alRorfthmn to diagonaliza large matricea, and in the cane of CI

calculations, we need efficient indirect addreeuing capabilities (Rathel’-



scatter opc rat ions) in order to process these matrices whope element~

are 992 zeroes. Eithet’ vt” need efficient 10 capnbllftirs in order to

process the lists of millions of incegr~lx, or it has to be cheaper to

calculate the~c integrals as wc go nlon~.

In the area of quantum dvi~~rnlcs, we nt.ed again computers capnhli’ of

efficiently performin~ standard tvpes of ~trfx operations (inversion,

diaRon/llization, multiplication) on lar~(~ tm~trices r,f th(~ order of

several hundreds.

And in the area of qustntum optics, wt’ need similar types of cnpa-

biilties - stnndard matrix m,i:lipul,?t ions - but now our mntrlces are

complex ~enernl instead of real symmetric.

In L’ach of tht’ fiulds discussed here, state-of-the-art calculations

rt’quir~’ the full ca$abilltics of mod~’rn computers, Nt>w~’r s~lpercomputers

will need to hc several orders of magnitude more poworful to efficiently

attack mnny of the problems currentlv fncing the thtvlreticttl rhrmist.
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Figure Captions

Fig. 1.

Fig. 2.

Fig. 3.

Fig. 4,

Fig. 5,

Fig. 6,

Fig. 7,

Fig. 8.

FiRi 9,

Fig, 10,

Schematic representation of three areas of theoretical chem~Rtry.

We wfl; consider the relatfenship between each of these areas

and the modem supercornputcr.

Computational r~quirernents for molec~llar elcctronir structure

calculations.

Examples of problenw in transition-metal chemistrv.

Potential energy surface calculations for the chemical dynnm-

icist .

Quantum chemical dynamics. Scope and method of currmt]y

tractable problems.

Conto~r map of the H+H2 colline:~r chemical potential ener~y

surface.

How c108c coupled equations are obtained in chemical dynemics

problems.

Schematic representation of chemical potential energy surface.

Counting of states below reaction harrier for both reactants

and products gives a minim.11estimntc of numbers of coupled

equations to be solved,

Counting of channels fcr the H3 reaction. Reaction barrier

is at 0.4 eV; otato-of-the-art calculations are performed to

ali~htly above 1 eV, Arrows nre drawn whenever another 100

coupled channel~ nre required,

Countin8 channelq for the FH2 reaction, An in Fig, 9, except

arrows count states for CS approximation (each vibrat~,on-rota-

lion level counts on?y once). Reaction threshold in at 1,65 eV,



Fig. 11. Counting channels for the LiFH reaction. As in Figs. 9-10,

arrows count states for CS approximation. Reaction threshold

near 0.6 eV.

Fig. 12. Schematic of multipie photon excitation dynamics of SF6.

Groups of levels show lowest three V3 vibrational states.

Higher states are split by rotational interactions with vi-

brational motion.
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Computational Requirements

● Letn= # atomic ‘basis f urmtions

Matrix

Fock

2 e-J

CI

Size

nxn

n4/8

- #xn4

Limits.—
7600 CRAY–1———-—

mo

107

104

910

106

(QQ



Problems in Transition-Metal Chemistry

Mimated
Molecule CRAY time ~h)

Mb* 05●

U(NH&Ru~pyrazine~ 20

[Rh-(NC~ )4-Rh~ 00

104

%plit-~ tnuti usingeffective patentiab

(ML
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Potential Surfaces for Comical Dynamics—— -———. — -— —— -— 1I

Law of Iwure: Dynamic ids will always want
more points on a potential energy surface
than one is willing to calculate.

_w_ Of EledE~nk S@ucture practitioners
Dynamicists will usuall settle for

——

[10 points / degree of reedom.

Triatomics
Tetratomics

Points
103

10
6

Uii5K



Quantum Chemical Dynamics

● Requires poter4ial energy wdrface(s) from
ekctronic structure calculations

Solve Schrodinger quation for dynamics



CONTOURS FOR THE SLTH - HHH POTENTIAL SURFACE

--



Close-Coupled Equations—

● +arate all (3N-3) coordinates into
one seatterin coordinate and (3N–3)- 1

%internal coor inates

● Expand wavef unction using square integrable
basis functions for (3N–3)- 1 coordinates
and solve numerically for function of
scattering coordinate.

O Leads to a set of coupled linear second order
differmtkd equations One equation
for each “channd”
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HOW Many Coupled Channels are There?

● Reactions are dominated by activation barriers

Activation Barr ier -—

.—
—-

Reactants

Products

● Needdl

● stab of

REAcrroNamtDrNATE

open channek some closed channels

art= 100 channels (CRAY = 3(X))



H + H2 Energy Levels
3.
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F + Ha Energy Levels
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Li + FH Energy Levels
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Multiple Photon Excitation (SFJ

● SF6+Nhv+M~ sF6t+ M

●

●

✠

Asymmetric stretch (vJ ladder dpandas

o —s ..,-

JO+1
Jo- 1

Vibrational degeneracy is 5(N+ 1)(N+2)

Inclu e u to 6PS in ~ get$@@04 rnatr ix to diagonedk

.—


